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Abstract—In this paper we present a new model for characterization B. Modeling a Noisy Circuit
of probabilistic gates. While still not mainstream, probahlistic CMOS

has the potential to dramatically reduce energy consumptio by trading This section describes the methodology followed by George e

off with error rates on individual bits, e.g., least significant bits of an
adder. Our contribution helps account for the filtering effect seen in
noise based PCMOS in a novel way. The characterization proped
here can enable accurate multi-bit models based on fast magimatical

al. [1] and Korkmaz et al. [6] for coupling noise at the outpdita
circuit. In [1] and [6] a noisy circuit has been modelled byled) an
equivalent noise source at the output of a normal circuit kmewn

process technology. This approach assumes that the ezntivadise
source at the output estimates the impact of the noise fraseach
of the gates or transistors in an actual noisy circuit. Fighdws how
goise source can be added to the output of a full adder (Féyiti

extrapolation instead of expensive and slow HSPICE simulans.

|I. INTRODUCTION

In 2006 George et al. proposed a unique and novel approachat
low power computation for predicted future technology gatiens < o
where determinism is not guaranteed [1]. The approach —eBias \ \
\oltage Scaling or BiVoS for short — proposes using highdtage A B
supply (VDD) for high order bits and lower VDD for low ordertbi
This bias in the supply voltage was found to save significarg.(
5X or more) amounts of computation energy with minimal intpzc
signal to noise ratio (SNR) in a synthetic aperture radaRBifnage.
However, the authors simulation methodology was to use EPIC
to characterize one-bit full adders and then C-based stron&to
extrapolate to multi-bit Ripple-Carry Adders (RCAS) [1]sAhe first
paper in this topic, such an approach was reasonable, buthwieus
additional Step is to run SPICE simulations of multi-bit REWith to make a probabi”stic full adder (PFA) circuit. In F|g 17“3”
the proposed BiVoS approach and compare with what the f&ter prefix denotes a probabilistic output, and the noise soukEse
based simulations said would happen. This is precisely wedtave and Noisg are independent of each other. A sampled output would
investigated and will present in this paper. have the logical state zero (one) if the output voltage iselogequal
to or higher) than half of the supply voltage [1] [6]. To debéme
if an error has occurred, the ideal output logic value is carag to

In 2002 Kish predicted that frequency and voltage scalingldo the noisy output logic value. If the two values do not matcéntian
soon end as we know it [2], a prediction which has roughly ¢drn error has occurred. The error probability is calculated bynting
out correct as microprocessor frequency scaling has insiaeted the total number of errors and dividing by the total numbeingiit
dramatically, ushering in the current focus on multi-coregessors. samples. It is believed that this noise model can mimic niviserent
The main culprit cited by Kish is noise (thermal, shot andk#i} in transistors of future technologies [2].
which creates unwanted disturbances that interfere wighdésired
logic signals on a semiconductor chip. Around the same time; HSPICE Smulation of a Full Adder
Palem proposed a new approach to computing with the potentiaHSP|CE simulations in this paper use TSMC 180nm technology
to reduce energy significantly (in a nonlinear, perhaps e&ptal and Synopsys 90nm generic library. For the 180nm TSMC tdehno
fashion) when traded off with probability of correctnes$[[. This  ogy, the nominal voltage is 1.8 V. For Synopsys 90nm geniiarly,
“probabilistic computing” approach requires a realignief the the nominal voltage is 1.2 V. All FAs used in design of the Paés
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fundamental logic to no longer be deterministic (e.g., aeieistic
Boolean logic) but probabilistic (e.g., probabilistic Bean logic [5]).

A. Noise as a Source of Errors and a Probabilistic Switch

designed using a 24-transistor mirror adder circuit [7].
Following [1], we construct a PFA by coupling noise sourcethe
output terminals of the carry-out and sum of a (determici$tA. The

noise sources are independent of each other and are indayiesfd

To implement probabilistic Boolean logic, a probabilistiwitch  the inputs and outputs of the PFA. The noise sources are af<@au
produces a desired value as an output th@t @ 1 with probability distribution with zero mean and standard deviationVe simulate a
p, and, hence, can produce the wrong output value with a piltthab nojse source in HSPICE by use of a voltage-controlled veltmurce
(1—p) [3] [4]. Studies of a noise induced Probabilistic CMOSvCVS) with a voltage gain equal to the standard deviatipor root-
(PCMOS) inverter as a probabilistic dlglta' switch wererat out mean-square (RMS), of the noise. Random numbers of theasthnd
by Korkmaz et al. [6] introducing an analytical model whiglates Gaussian distribution are generated by Matlab. The VCVSiptigis
probability of correctness of a switch to supply voltagelwf switch.  these random numbers by its voltage gain to obtain a Gaussiae
source of the RMS value. The noise samples are added to the output
terminals every nano-second. Here, the noise RMS is seBtd for
TSMC 180nm technology which is same as was done in [1]. Inrorde
to keep the same ratio of VDD to noise RMS, for Synopsys 90nm
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technology the noise RMS is set to 0.2 V. The probabilitiesanfy The error probability of sum and carry bits of PFA is used to
and sum bits are now obtained by HSPICE experiments. characterize the probabilistic behaviour of a 4-bit PRCAotigh
While we will present a set of results later, let us here agrsi HSPICE simulations. From our HSPICE simulation of a 4-bitd2R
the case of a supply voltage of 0.8V which results in somereate we have found that the model of Fig. 1 overpredicts the error
given our noise with RMS 0.3V for TSMC 180nm and 0.2V fomprobability. The results obtained using HSPICE simulatidrprior
Synopsys 90nm. We consider fifty thousand input vectof®\oB, C) model [1] for 0.8V VDD are shown in Table Ill. Note that, for
randomly generated by Matlab. The results of HSPICE siraratf example, the actual error rate éfSum3 in 180nm technology is

the PFA of Fig. 1 is shown in Table I. 10.72% and not 20.84% as predicted in Table Il
TABLE | TABLE Il
ERROR PROBABILITIES OF A FULL ADDER ERROR PROBABILITIES DETERMINED USINGHSPICESIMULATION OF

PRIOR MODEL[1]

Technology Voltage PCout PSum
180nm 0.8 0.0896 0.0933 Technology Voltage PSum0 PSuml PSum?2 PSum3
90nm 08 00236 0.0231 180nm 0.8 0.0908 0.098% 0.1053 0.1072
90nm 0.8 0.0231 0.0456 0.0563 0.0614

Il1. SIMULATION OF MULTI-BIT RCAS

Our first step was to extrapolate the behavior of a multi-isr C- Findings
from the single bit (one FA). We used a closed-form matherahti In summary, we found that while the single bit error ratesewver
formula [8]. (We leave the closed form mathematics as a s#garvalid given the assumptions described in Section Il for alsirbit
topic beyond the scope of this paper, but it is explained inenaietail scenario, the extrapolation to multiple bits for an RCA t&siiin
in [8].) We were able to reproduce the results of prior work [1  over predicting the error. The main reason for this appeaisetthe
- A so-called “noise filtering effect” discussed in SectionB/bf [9]. In
A. Predicting Multi-Bit Errors P . . .
short, noise filtering occurs when the duration of the noigksepis
We used the mathematical model presented in [8] to predet tBhorter than the propagation delay of a gate [9]. We will psgpin

error probabilities of sum bits of a 4-bit PRCA using the Issu the next section a way to deal with noise filtering effects practical
obtained from HSPICE simulation of Fig. 1. The results atdifor \yay,

a VDD of 0.8V are shown in Table II.
IV. NEwW MODEL FORNOISE-BASED ERRORCHARACTERIZATION

TABLE Il OF CMOS GATES
ERROR PROBABILITIES DETERMINED USING PRIOR MODE(1] ) . )
In our HSPICE simulations of a 4-bit PRCA we have found that
Technology | Voltage | PSum0 PSuml PSum2 PSum3 the model shown in Fig. 1 overpredicts the error probabditiSo,
180nm 0.8 0.0933 0.1662 0.1961 0.2084 N i )
posill o8 0.0231 0.0343 0.0365 00419 W€ propose a new model which takes into account the filteffiegte
Fig. 3 shows our newly proposed model.

B. HSPICE Smulation of Multi-Bit Errors

A probabilistic ripple carry adder (PRCA) consists of chaih \ \
probabilistic full adders (PFA). Fig. 2 shows this simusatisetup. A B
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Fig. 2. Simulation setup of 4-bit PRCA using prior model TABLE IV
ERROR PROBABILITIES OF A FULL ADDER USING PROPOSED MODEL

The supply voltage we use for each PFAvisolts for somev €

{0.8,0.9,...,1.8} for TSMC 180nm andv € {0.8,0.9,...,1.2} Technology | Voltage DCout  Foum
for Synopsys 90nm technology. In this paper, all PFAs in a RRC 90nm 0.8 0.008940  0.021340

receive the same supply voltage. Fifty thousand 4-bit wvectd A

and of B are randomly generated by Matlab. Each vector entry is In Fig. 1, samples are taken immediately after the carry amd s

a binary number of uniform distribution. The sampling pdrie 20 outputs, whereas in Fig. 3, samples are taken after buffexrshed to
nano-seconds. That is, every 20 nano-seconds, a newly ajederthe sum and carry outputs. The buffer attached to the catpubhas
input vector (A, B) is input to the four-bit PRCA and outputs ofthe same worst-case delay as the FA to be used in the target RCA
the PRCA (which are due to the past input vectors) are sampled The buffer attached to a sum output has the same worst-céee de
sampled output bit would have a logical state of zero (onéhéf as the master latch of the master-slave flip-flop to be useduin o
output voltage is lower (equal to or higher) than half of thpgly implementation. In this setup, the buffers model the adeds that
voltage [1] [6]. We compare the sampled outputs of the PRCé amvill be connected to PFAs when they are chained to form a PRCA.
with the ideal expected logic output value. If they have atiéiht In a PRCA, a noisy carry-out signal often becomes less ndigy a
values, then we declare that an error has occurred. Theimgres propagating into the next PFA. As a result, any errors ajppgat

are repeated with different supply voltagess {0.8,0.9,...,1.8} the carry-out may not be “seen” as an error by the followingAE

for TSMC 180nm andy € {0.8,0.9,...,1.2} for Synopsys 90nm. is hoped that the filtering effect of the buffer would be sanilo that



of a PFA. Thus, by taking samples after the buffer, we canmedé
the statistics of the errors “seen” by the PFA. HSPICE sitnuaof
the new proposed PFA model is carried out using a similarquioe
as described in Section II-C. The results of HSPICE simotatf

TABLE VII
TSMC 180NM RESULTS.CASE1: PREDICTION FOR APRCAWITHOUT
BUFFERS BY THE MODEL IN[1]; CASE 2: SIMULATION OF A PRCA
WITHOUT BUFFERS CASE 3: PREDICTION FOR APRCAWITH BUFFERS
BY THE PROPOSED MODEL CASE4: SIMULATION OF A PRCAWITH

. . BUFFERS
our new proposed PFA model is shown in Table IV.
V. SIMULATION OF MULTI-BIT RCA USING THENEW MODEL V°c')ta899 Case Poumb Douml Doum2 Doums
A. Predicting Multi-Bit Errors 0.8 2 0.0933 0.1662 0.1961 0.2084
i . . 0.8 3 0.0365 0.0432 0.0464 0.0530
We used the mathematical model presented in [8] to predet th 0.8 4 0.0396 0.0446 0.0471 0.0483
error probabilities of sum bits of a 4-bit PRCA using the tesu 1-8 ; 8-8323 g-ggﬁ 8-(1328633 8"{?82‘
obtained from HSPICE simulation of Fig. 3. The results airélifor 10 3 0.0267 0.0316 0.0325 00371
a supply voltage of 0.8V are shown in Table V. 1.0 4 0.0292 0.0336 0.0357 0.0368
12 1 0.0222 0.0262 0.0275 0.0282
TABLE V 1.2 2 0.0217 0.0430 0.0531 0.0580
ERROR PROBABILITIES DETERMINED USING PROPOSED MODEL 13 3 8-8132 g-gigg g-ggﬁ 8-85(1)(7)
Technology Voltage PSum0 PSuml PSum?2 PSum3 13 ; ggggg 881;3 88%:2;‘21 ggggg
180nm 0.8 0.0396 0.0446 0.0471 0.0483 12 3 0.0084 0.0005 0.0087 0.0092
90nm 0.8 0.0210 0.0296 0.0314 0.0360 Ta M 0.0079 0.0087 0.0091 0.0093
B. HSPICE Smulation of Multi-Bit Errors 1'2 ; 8'882@ 8'88?? 8'8832 8'8222
Fig. 4 shows the simulation setup of the 4-bit PRCA simulatio 1-2 3 8-8822 g-ggjg 8-882? g-ggﬁ
setup using the proposed new model. Note the addition ofextr 18 1 0.0015 00017 0.0019 00022
1.8 2 0.0014 0.0026 0.0032 0.0035
g &8 =2 ¥ & =~ ¥ & & ¥ F o 1.8 3 0.0014 0.0017 0.0021 0.0012
[ & 1 [ & [ [ & | [ £ 18 4 0.0013 0.0014 0.0014 0.0014
A B = A B = A B = A B =
C0—(Cin Cout4®f Cin Cout@f Cin Cautgéf Cin Cout@—b—ﬁcoul TABLE VI”
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BUFFERS BY THE MODEL IN[1]; CASE 2: SIMULATION OF A PRCA
WITHOUT BUFFERS CASE 3: PREDICTION FOR APRCAWITH BUFFERS
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Fig. 4. Simulation setup of 4-bit PRCA using proposed model Voltage | Case  PSum0  PSuml  PSum2  PSum3
0.8 1 0.0231 0.0343 0.0365 0.0419
TABLE VI 0.8 2 0.0231 0.0456 0.0563 0.0614
ERROR PROBABILITIES DETERMINED USINGHSPICESIMULATION OF 0.8 3 0.0210 0.0296 0.0314 0.0360
PROPOSED MODEL 0.8 4 0.0213 0.0299 0.0341 0.0362
0.9 1 0.0127 0.0187 0.0191 0.0241
Technology Voltage PSum0 PSuml PSum?2 PSum3 0.9 2 0.0127 0.0253 0.0315 0.0345
180nm 0.8 0.0365 0.0432 0.0464 0.0530 0.9 3 0.0114 0.0158 0.0165 0.0201
90nm 0.8 0.0213 0.0299 0.0341 0.0362 0.9 4 0.0116 0.0160 0.0182 0.0193
- - 1.0 1 0.0065 0.0094 0.0102 0.0118
buffers tq the sum apd carry bits. .Tht.a.buffersf attached tstine bits 10 5 0.0065 00131 00163 00179
and the final carry bit (the most significant bit of the reshhye the 1.0 3 0.0055 0.0081 0.0086 0.0102
same delay as typical flip-flop. The buffers act as the noisersilas 1.0 4 0005 00076 00086  0.0090
. : ! . . . 1.1 1 0.0028 0.0045 0.0050 0.0059
explained in Section IV. The rest of the simulation setupais the 11 2 0.0028 0.0060 0.0075 0.0083
same as described in Section Ill. The results obtained us8RICE 11 3 0.0025 0.0039 0.0042 0.0050
; ; : 1.1 4 0.0025 0.0033 0.0037 0.0040
simulation of proposed model for 0.8V supply voltage arenshn 7 I 003 SO0 005 5007
Table VI. 12 2 0.0013 0.0026 0.0033 0.0036
1.2 3 0.0011 0.0017 0.0019 0.0023
VI. DISCUSSION ANDOBSERVATIONS 1.2 4 0.0011 0.0015 0.0017 0.0017

The error probability results obtained using the HSPICHE.ation
of the setup described in [1], the results obtained usindghemaatical
model in [8] and HSPICE simulation of proposed new model amgapers [3], [4], [1], [9] figured out what we have presentedhis
shown in in Table VII (TSMC 180nm, note that odd supply voetagpaper. The cases shown so far are limited for the sake ofralisn.
values such as 0.9V are not shown) and Table VIII (Synopsge®)0 A more complete set of results, which shows the predicted and
Clearly, cases 3 and 4 in Table VII and Table VIII closely nmatc simulated error probabilities (left plots) and their relatpercentage
while cases 1 and 2 diverge widely. We would like to commeat therrors (right plots) for TSMC 180nm and Synopsys 90nm teldgyo
we tried a number of alternatives in addition to what we pmeseis shown in Fig. 5 and Fig. 6 respectively.
here; for example, we matched the output load capacitamsteéid We see from left plots of Fig. 5 (a) and Fig. 6 (a) that errorbpro
of delay), but the results were nowhere near as good/clotm, A abilities of the prior model [1] diverge significantly frorhdoretical
the HSPICE simulation with output buffers in Fig. 4 is clgamhore error probabilities as determined by the math model [8] whas
realistic than Fig. 2, and so we conclude that use of outpffeltsu Fig. 5 (b) and Fig. 6 (b) shows that the proposed new modedviall
is the case we find to be the best approach to modeling. the theoretical error probability values very closely. Tight plot
In short, we have a way to model noise based error whidhows that the relative percentage error between the progiehil]
potentially may be seen in future technology nodes. Nonb@fptior and the proposed new model. The relative error is less théh ih5
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Fig. 5. Error probabilities and relative error for TSMC 18®technology. Fig. 6. Error probabilities and relative error for Synop&gnm technology.
The top two plots (a) show results for the prior model: sum duitor The top two plots (a) show results for the prior model: sum daitor

probabilities (top left) and relative error of the prior nedbdrersus HSPICE probabilities (top left) and relative error of the prior nebdrersus HSPICE
results (top right). The bottom two plots (b) show results flee model results (top right). The bottom two plots (b) show results foe model
proposed in this paper: sum bit error probabilities (botteft) and relative proposed in this paper: sum bit error probabilities (botteft) and relative
error (bottom right) for each sum bit when compared to HSPI&itilts. Note error (bottom right) for each sum bit when compared to HSPi€itilts. Note
that in the left plots the simulated and predicted probtdsliusing the math that in the left plots the simulated and predicted probiddliusing the math
model [8] are marked by circles and dots, respectively gdiogy a VDD  model [8] are marked by circles and dots, respectively géiom a VDD of

of 0.8V to 1.8V (shown explicitly in bottom left plot but not ithe top left 0.8V to 1.2V.

plot).
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