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Abstract due to the tunneling current through the gate-oxide insu-
lator. Although gate-oxide leakage power may be com-
parable to subthreshold leakage power in hanoscale tech-
nology, we assume other techniques will address gate-

Leakage power consumption of current CMOS tech-
nology is already a great challenge. ITRS projects that

leakage power consumption may come to dominate t0-q,iqe ‘leakage; for example, highdielectric gate insu-

tal chip power consumption as the technology feature |1ors may provide a solution to reduce gate-leakage [2].

size shrinks. Leakage is a serious problem particularly Therefore, this paper focuses on reducing subthreshold
for SRAM which occupies large transistor count in most leakage power consumption.

state-of-the-art chip designs. We propose a novel ultra-
low leakage SRAM design which we call “sleepy stack
SRAM! Unlike many other previous approaches, sleepy
stack SRAM can retain logic state during sleep mode,
which is crucial for a memory element. Compared to the
best alternative we could find, a 6-T SRAM cell with high-
Vi, transistors, the sleepy stack SRAM cell witgxat
110°C achieves more than 2.77X leakage power reduc-
tion at a cost of 16% delay increase and 113% area in-
crease. Alternatively, by widenimwgpr dl i ne transistors
and transistors in the pull-down network, the sleepy stac
SRAM cell can achieves 2.26X leakage reduction without
increasing delay at a cost of a 125% area penalty.

Although leakage power consumption is a problem for
all CMOS circuits, in this paper we focus on SRAM be-
cause SRAM typically occupies large area and transistor
count in a System-on-a-Chip (SoC). Furthermore, consid-
ering an embedded processor example, SRAM accounts
for 60% of area and 90% of the transistor count in Intel
XScale [3], and thus may potentially consume large leak-
age power.

In this paper, we propose the sleepy stack SRAM cell
K design, which is a mixture of changing the circuit structure
as well as using highs;,. The sleepy stack technique [4]
achieves greatly reduced leakage power while maintaining
precise logic state in sleep mode, which may be crucial
1 Introduction for a product spending the majority of its time in sleep or

stand-by mode. Based on the sleepy stack technique, the

Power consumption is one of the top concerns of Very sleepy stack SRAM cell design takes advantage of ultra-
Large Scale Integration (VLSI) circuit design, for which |ow leakage and state saving.

Complementary Metal Oxide Semiconductor (CMOS) is  Thjs paper is organized as follows. In Section 2, prior
the primary technology. Today's focus on low power is \york in low-leakage SRAM design is discussed. In Sec-
not only because of the recent growing demands of mobileyjgp, 3, our sleepy stack SRAM cell design approach is

applications. Even before the mobile era, power consump-proposed. In Section 4 and 5, experimental methodology
tion has been a fundamental problem. Power consumptionynq the results are presented. In Section 6, conclusions

of CMOS consists of dynamic and static components. Al- gre given.

though dynamic power accounted for 90% or more of the

total chip power previously, as the feature size shrinks, 2 Previous wor k

e.g., to 0.09 and 0.06%, static power has become a great

challenge for current and future technologies. Based on In this section, we discuss state-of-the-art low-power

the International Technology Roadmap for Semiconduc- memory techniques, especially SRAM and cache tech-

tors (ITRS) [1], Kim et al. report that subthreshold leakage hiques on which our research focuses.

power dissipation of a chip may exceed dynamic power One easy way to reduce leakage power consumption is

dissipation at the 65nm feature size [2]. by adopting highV};, transistors for all SRAM cell tran-
One of the main reasons causing the leakage power in-Sistors. This solution is simple but incurs delay increase.

crease is increase of subthreshold leakage power. When Azizi et al. observe that in normal programs, most of

technology feature size scales down, supply voltage andthe bits in a cache are zeros. Therefore, Azizi et al. pro-

threshold voltage also scale down. Subthreshold leakagepose an Asymmetric-Cell Cache (ACC), which partially

power increases exponentially as threshold voltage de-applies hight,;, transistors in an SRAM cell to save leak-

creases. Furthermore, the structure of the short channehge power if the SRAM cell is in the zero state [5]. How-

device lowers the threshold voltage even lower. Another ever, the ACC leakage power savings are quite limited in

contributor to leakage power is gate-oxide leakage powercase of a benchmark which fills SRAM with mostly non-



zero values. 5 bon -0 E (offg—|
Nii et al. propose Auto-Backgate-Controlled - @ |:

Multi-Threshold CMOS (ABC-MTCMOS), which uses

Reverse-Body Bias (RBB) to reduce leakage power con- High-Vih
sumption [6]. RBB increases threshold voltage without ‘ ‘ di
losing logic state. This increased threshold voltage re-

duces leakage power consumption during sleep mode. \ \ﬂsel \ ”3§9fﬁs‘=o Low-Vth

However, since the ABC-MTCMOS technique needs to
charge large wells, ABC-MTCMOS requires significant
transition time and power consumption. Figure 1: (a) Sleepy stack inverter active mode (left) and
The forced stack technique achieves leakage power re<(b) sleep mode (right)
duction by forcing a stack structure [7]. This technique
breaks down existing transistors into two transistors and thus maintaining equivalent input capacitance. The sleepy
takes an advantage of the stack effect, which reduces leakstack inverter in Figure 1(a) uséE/L = 3 for the pull-
age power consumption by connecting two or more turned yp transistors ané’/L = 1.5 for the pull-down transis-
off transistors serially. The forced stack technique can betors, while a conventional inverter with the same input ca-
applied to a memory element such as a register [8] or anpacitance would us&/’/L = 6 for the pull-up transis-
SRAM cell [9]. However, delay increase may occur due tor andiW/L = 3 for the pull-down transistor (assuming
to increased resistance, and the largest leakage savings re,, = 2,,,). Then sleep transistors are added in parallel to
ported under specific conditions is 90% compared to con- one of the transistors in each set of two stacked transistors
ventional SRAM in 0.0% technology [9]. We use half size transistor width of the original transistor
Sleep transistors can be used for SRAM cell de- (i.e., we useit;/2) for the sleep transistor width of the
sign. Using sleep transistors, the gatég-SRAM cell sleepy stack.
blocks pull-up networks from th&j, rail (o(MOS gated- During active modeS=0 andS’=1 are asserted, and
Vaq) and/or blocks pull-down networks from th@nd thus all sleep transistors are turned on. This structure po-
rail (NMOS gatedv;y) [10]. The gatedv;u SRAM cell  tentially reduces circuit delay (compared to not adding
achieves low leakage power consumption from both the sleep transistors) because (i) added sleep transistors are
stack effect and highi;, sleep transistors. However, the always on during active mode and thus at each sleep tran-
gatedV;; SRAM cell [10] loses state when the sleep tran- sistor drain, the voltage value connected to a sleep tran-
sistors are turned off. sistor is always ready during active mode and (i) there
Flautner et al. propose the “drowsy cache” technique is a reduced resistance due to the two parallel transistors.
that switchesV;;; dynamically [11]. For short-channel Therefore, we can introduce highy, transistors to the
devices such a8.07u channel length devices, leakage sleep transistors and transistors in parallel with thepslee
power increases due to Drain Induced Barrier Lower- transistor without incurring large (e.g., 2X or more) de-
ing (DIBL), thereby increasing subthreshold leakage cur- lay overhead. During sleep modgs1 andS’=0 are as-
rent. The drowsy cache lowers the supply voltage during serted, and so both of the sleep transistors are turned off.
drowsy mode and suppresses leakage current using DIBLThe high¥,,, transistors and the stacked transistors in the
The drowsy cache technique can retain stored data at aleepy stack approach suppress leakage current. In short,
leakage power reduction of up to 86% [11]. using high¥;, transistors, the sleepy stack technique po-
Our sleepy stack SRAM cell can achieve more power tentially achieves 200X leakage reduction over the forced
savings than a high;, an ACC or a drowsy cache stack technique. Furthermore, unlike the sleep transistor
SRAM cell. Furthermore, the sleepy stack SRAM does technique [10], the sleepy stack technique can retain exact
not require large transition time and transition power con- logic state while achieving similar leakage reduction.

sumption unlike ABC-MTCMOS. 32 Sleepy stack SRAM cell

3 Approach
wordline

We first introduce our recently proposed low-leakage 7\ ;
structure named “sleepy stack” in Section 3.1. Then, we 2 N3 P2 V 4 P1
explain our newly proposed “sleepy stack SRAM” in Sec- f_:L ------- L ;
tion 3.2. ARr ==L

. Bitline ¥ ¥
3.1 Sleepy stack leakage reduction Jeakage Cell
leakage

The sleepy stack technique has a structure merging the
forced stack technique and the sleep transistor technique.
Figure 1 shows a sleepy stack inverter. The sleepy stack We design an SRAM cell based on the sleepy stack
technique divides existing transistors into two transgsto technique. The conventional 6-T SRAM cell consists of
each typically with the same widfly; half the size ofthe  two coupled inverters and twaor dl i ne pass transistors
original single transistor’s widthl (i.e., W, = Wy /2), as shown in Figure 2. Since the sleepy stack technique can

Figure 2: SRAM cell leakage paths



Pull-Up (PU)
sleepy stack

be applied to each transistor separately, the six tramsisto
can be changed individually. However, to balance current

flow (failure to do so potentially increases the risk of soft N e T # FF S
errors [9]), a symmetric design approach is used. wordline | wordline %“j
; i 7%‘, ,,,,,,,,, - = Lig High-Vth
Table 1: Sleepy stack applied to an SRAM cell gJ: \—‘ S — = 3 D—'—LE
i Sl . P #
o cell leakage| bitline leakagd o : j;,,,,,,J E:
Combinations ) - s ;
reduction reduction T SS' ! ‘7: S's Low-Vth
Pull-Down (PD) sleepy stack medium low T 777777777777777777777 i
Pull-Down (PD), wordline (WL) sleepy stgck  mediunj high Wordline (WL) Wordline (WL)
Pull-Up (PU), Pull-Down (PD) sleepy stagk high low sleepy stack Pull-Down (PD) sleepy stack
Pull-Up (PU), Pull-Down (PD), } . sleepy stack
wordline (WL) sleepy stack high high

Figure 3: Sleepy stack SRAM cell

There are two main types of subthreshold leakage Cur-4 E . | hodol
rents in a 6-T SRAM cell: cell leakage and bitline leak- xperimental methodology

age (see Figure 2). It is very important when apply-  Tq evaluate the sleepy stack SRAM cell, we compare
ing the sleepy stack technique to consider the various oy technique to (i) using highy, transistors as direct re-
leakage paths in the SRAM cell. To address the effect pjacements for low;, transistors (thus maintaining only
of the sleepy stack technique properly, we consider four g ransistors in an SRAM cell) and (ii) the forced stack
combinations of the sleepy stack SRAM cell as shown technique [7]; we choose these techniques because these
in Table 1. In Table 1, “Pull-Down (PD) sleepy stack” g techniques are state saving techniques without high
means that the sleepy stack technique is only applied tofisk of soft error [9]. Although Asymmetric-Cell SRAM
the pull-down transistors of an SRAM cell as indicated explained in Section 2 is also a state-saving SRAM cell
in the bottom dashed box in Figure 3. “Pull-Down (PD), gesign, we do not consider Asymmetric-Cell SRAM be-
wordline (WL) sleepy stack” means that the sleepy cayuse we assume that our SRAM cells are filled equally
stack technique is applied to the pull-down transistors \ith ‘1’ and ‘0s’ This is not the condition that ACC
as well aswordl i ne transistors. Similarly, “Pull-Up  prefers, and under this condition the leakage power sav-
(PU), Pull-Down (PD) sleepy stack” means that the sleepy ings of ACC are smaller than the high, SRAM cell,
stack technique is applied to the pull-up transistors and hich uses highi4,, for all six transistors.
the pull-down transistors (buiot to thewor dl i ne tran- We first layout SRAM cells of each technique. Instead
sistors) of an SRAM cell. Finally, “Pull-Up (PU), Pull- ¢ garting from scratch, we use the CACTI model for
Down (PD),wor dl i ne (WL) sleepy stack” means that 1 SRAM structure and transistor sizing [12]. We use
the sleepy stack technique is applied to all the transistorsncsy cadence design kit targeting TSMC Q.l&ch-
in an SRAM cell. nology [13]. By scaling down the 0.18ayout, we obtain
The PD sleepy stack can suppress some part of the celp.07 technology transistor level HSPICE schematics [4],
leakage. Meanwhile, the PU, PD sleepy stack can sup-and we design a 64x64bit SRAM cell array.
press the majority of the cell leakage. However, with-  \We estimate area directly from our custom layout us-
out applying the sleepy stack technique towee dl i ne ing TSMC 0.18: technology and scale 07 using the
(WL) transistors,bi t | i ne leakage cannot be signifi- fo||owing formula: 0.0% area = 0.18 areax (007M)2/
cantly suppressed. Although lyingintbet|ine leak-  (0.184)%2 x 1.1 (non-linear overhead) [4]. We are aware
age path, the pull-down sleepy stack is not effective to this is not exact, hence the word “estimate.” We also as-
suppress bothi t | i ne leakage paths because one of the sume the area of the SRAM cell with highy, transistors
pull-down sleepy stacks is always on. Therefore, to sup-js the same as with lows,, transistors. This assumption
press subthreshold leakage current in a SRAM cell fully, s reasonable because hifh; can be implemented by
the PU, PD and WL sleepy stack approach needs to bechanging gate oxide thickness, and this almost does not af-
considered as shown in Figure 3. fect area at all. We estimate dynamic power, static power
The sleepy stack SRAM cell design results in area in- and read time of each of the various SRAM cell designs
crease because of the increase in the number of transisusing HSPICE simulation with Berkeley Predictive Tech-
tors. However, we halve the transistor widths in a conven- nology Model (BPTM) targeting 0.Q7 technology [14].
tional SRAM cell to make the area increase of the sleepy The read time is measured from the time when an enabled
stack SRAM cell not necessarily directly proportional to wor dl i ne reaches 10% of th&,; voltage to the time
the number of transistors. Halving a transistor width is when eitherbi t | i ne orbi t1i ne’ drops from 100%
possible when the original transistor width is at least 2X of the precharged voltage to 90% of the precharged volt-
larger than the minimum transistor width (which is typi- age value while the other remains high. Therefore, one
cally the case in modern high performance SRAM cell de- of thebi t | i ne signal remains aV;;, and the other is
sign). Unlike the conventional 6-T SRAM cell, the sleepy 0.9xV,;4. This 10% voltage difference betwebnt | i ne
stack SRAM cell requires the routing of one or two extra andbi t | i ne’ is typically enough for a sense amplifier
wires for the sleep control signal(s). to detect the stored cell value [15]. Dynamic power of



the SRAM array is measured during the read operation mum size transistors, but reducing transistor size ineeas

with cycle time of 4ns. Static power of the SRAM cell is cell read time. Some SRAM cells with the forced stack

measured by turning off sleep transistors if applicable. To technique show smaller area even compared to the base

avoid leakage power measurement biased by a majority ofcase. The reason is that divided transistors can enable a

‘1’ versus ‘0’ (or vice-versa) values, half of the cells are particularly squeezed design [4]. The sleepy stack tech-

randomly set to ‘0,’ with the remaining half of the cells set nique increases area by between 33% and 113%. The

to ‘1. added sleep transistors are a bottleneck to reduce the size

of the sleepy stack SRAM cells. Further, wiring the sleep

5 Results control signals (an overhead we do not consider in Ta-
We compare the sleepy stack SRAM cell to the con- Plé 2) makes the design more complicated.

ventional 6-T SRAM cell, high#;;, 6-T SRAM cell and .

forced stack SRAM cell. For the “highs,” technique 52 Cellread time

and the forced stack technique, we consider the same tech-

nigue combinations we applied to the sleepy stack SRAM

Table 3: Normalized cell read time
cell —see Table 1. Technique 25°C I 110“0'1
. 1xVth | 1.5xVth| 2xVth| 1xVth| 1.5xVth 2xVth
To properly observe the techniques, we compare 13 i v s Toob A ol NA
different cases as shown in Table 2. Casel is the conven- [Case2| PD high-vth 102 1.043 10p0_ 1.61
o H H Case3| PD, WL high-Vth 1.11p 1.240 1.117 1.262
tional 6-T SRAM cell, which is our basg case. Ca;es 2,3, [Gasea| PU PDghVn NIA o toks VA b0 dus
4 and 5 are 6-T SRAM cells using the hidf; technique. Case5| PU, PD, WL high-Vth T 1ay7 Tiho _ 1.459
H H H H H Case6| PD stack 1.368 1.345
PD high¥}y, is the highV;, technlque ap_phed oqu to the Cace7 | PD. WL Stack ez o
pull-down transistors. PD, WL hight, is the high¥;;, Case8| PU, PD stack 1348 131
H : i Case9| PU, PD, WL stack 1.794 1.6[/8
technique gpphed to_the pull-down tr§n3|st9rs as vv_eII S0 oD secny sk e el
thewor dl i ne transistors. PU, PD highg;, is the high- Casel] PD, WL sleepy stack | 1.458 Hst\”A 1h3s  1]546
i i _ _ _ Casel? PU, PD sleepy stack 1.275 1.30 1287 11319
V_vth technlque appIIEd t_O the pu” up '_and pu" dOW_n tran Caseld PU, PD, WL sleepy stack 1456  1.605 1450 11504
sistors. PU, PD, WL high4,, is the high¥,, technique

applied to all the SRAM transistors. Cases 6, 7, 8 and 9 ) )
are 6-T SRAM cells with the forced stack technique [7].  Although SRAM cell read time changes slightly as
PD stack is the forced stack technique applied only to the temperature changes, the impact of temperature on the cell
pull-down transistors. PD, WL stack is the forced stack "ead time is quite small. However, the impact of threshold
technique applied to the pull-down transistors as well as Voltage is large. We apply 1.5, and 24, for the high-
to thewor dl i ne transistors. PU, PD stack is the forced Vin t€Chnique and the sleepy stack technique. As shown
stack technique applied to the pull-up and pull-down tran- in Table 3, the delay p(_analty qf the forced stack technique
sistors. PU, PD, WL stack is the forced stack technique (With all low-V4, transistors) is between 35% and 70%
applied to all the SRAM transistors. Please note that we cOmpared to the standard 6-T SRAM cell. This is one of
do not apply highV;, to the forced stack technique be- the primary reasons that t_he forc_:ed stgck techmq_ue cannot
cause the forced stack SRAM with highy; incurs more use high¥},, transistors without incurring dramatic delay
than 2X delay increase. Cases 10, 11, 12 and 13 are thén_crease (e.g., 2X or more delay penalty is observed using
four sleepy stack SRAM cell approaches as listed in Ta- €ither 1.5%}, or 2xVyy).
ble 1. For sleepy stack SRAM, high, is applied only Among the three low-leakage techniques, the sleepy
to the sleep transistors and the transistors parallel to thestack technique is the second best in terms of cell read
sleep transistors as shown in Figure 3. time. The PU, PD, WL high4;, with 2xV},, is 16% faster
than the PU, PD, WL sleepy stack with Zx at 110.
51 Area Since we are aware that area and delay are critical factors
when designing SRAM, we will explore area and delay

Table 2: Layout area impact using tradeoffs in Section 5.4. However, let us first

Technique Heighi(ulwidtny) ATea() | Area(d) [Normaiized discuss leakage reduction (i.e., without yet focusing on
| o1af | oo7d | area tradeoffs, which will be the focus of Section 5.4).

Casel | Low-Vih 5td 3825 4500 17213 2.4doa .00

Case2 | PD highVth 3825 4500 17213 2464 .00

Case3 | PD, WL high-Vth 3825 4500 17.213  2.464 oo 5.3 Leakage power

Case4 | PU, PD high-Vth 3825 4500 17013 2.464 1.00

cos LB T R SR e 2 Lo We measure leakage power while changing threshold

Case7_| PD, WL stack 3465 5760  19.958 3320 116 voltage and temperature because the impact of threshold

T i M O A e %% voltage and temperature on leakage power is significant.

Casel0 | PD sleepy stack 4505 5440 22p07 __ 3sll 133 Table 4 shows leakage power consumption with two high-

Casell | PD, WL sleepy stack 4455 6405 20B71  4]969 174

Casel2 | PU, PD sleepy stack 5760 5040 20030 4829 1.69 Vin values, 1.5%;, and 2%, and two temperatl_Jres,

Casel3 | PU, PD, WL sleepy stach 5535 6.615  36/14 6,091 213 25°C and 110C, where Casel and the cases using the

forced stack technique (Cases 6, 7, 8 and 9) are not af-
Table 2 shows the area of each technique. Please notdéected by changing/;, because these use only Idy;.

that SRAM cell area can be reduced further by using mini- (Please note the absolute numbers are available in [4].)



Table 4: Normalized leakage power nigue comes with non-negligible area and delay penalties.

Techmi = go"“a”zed leakage Bt To be compared with the highg, technique at the same
echnique ° ° . .
‘ TV | Loxvin] 2xvin | TxVin] Loxvil] 2xvin cell read time, we consider four more cases for sleepy
Casel | Low-Vth Std 10000 N/A 1.0000 _ N/A stack SRAM in addition to the cases already considered
Case2 | PD high-Vth 0.5466 0.5214 0.5711 0.5B05 . } . . -
Case3 | PD, WL high-Vth wa 02071 017gs [ 02855 oapso N Table 4; we increase the W'dths of albr C_” i ne and
Case4 | P, PD high-Vth 0.3745 0.3562 04022 03522 pull-down transistors (including sleep transistors). &fpe
Case5 | PU, PD, WL high-Vth 0.03Q1 0.00L4 0.0857 0.0065 . ” f h | k h . f d .
Cases | PD stack 055l oEei ically, orthe s eepy stac tec_ nique, we find new transis-
Case7 | PD, WL stack 02243 02864 0 tor widths ofwor dl i ne transistors and pull-down tran-
Case8 | PU, PD stack 0.3862 0.3950 . h h tth |t . d | . t | |t
Case9 | PU, PD, WL stack 0.0565 0.0432 sistors such that the result Is delay approximately equal to
Case10| PD sleepy stack 05331 0.5B15 o282 oh192 the delay of the 6-T high4,, case, i.e., Case5. The new
Casell| PD, WL sleepy stack 0.1852 0.182 0.1955 0.[1820 . )
Casel2| PU, PD sleepy stack NIA 0.3646 O.SBS%I/A 0.3534 043439 cases are markEd Wlth * (Cases 10*! 11*! 12*! 13*) The
Case13] PU, PD, WL sleepy stafk 0.067 0.0p33 00167 olpo24 results are shown in Table 5. To enhance readability of
tradeoffs, each table is sorted by leakage power. Although
we compared four different simulation conditions, we take
5.3.1 Resultsat 25°C ba .
the condition with 2¥%};, at 110C and 2%/}, at 110C
Our results at 25 show that Caseb is the best withi2x as important representative technology_pomts at which to
and Case13 is the best with 115x. Specially, at 1.5K;,, compare the trade-offs between techniques. We choose

Case5 and Casel3 achieve 25X and 60X leakage reducl10’C’ because generally SRAM operates at a high tem-
tion over Casel, respectively. However, the leakage re-Perature and also because high temperature is the “worst
duction comes with delay increase. The delay penalty is case.”

11% and 45%, respectively, compared to Casel.
Table 5: Tradeoffs (2, 110°C)

Normalized [Normalized Normalized

5.3.2 Reaultsat 110°C Technique leakage delay area

Casel | Low-Vth Std 1.00Pp 1.0Q90 1.0p0

Absolute power consumption numbers at 4d0show Case6 | PD stack 0.544 13¢5 0.942
more than 10X increase of leakage power consumption [S3s€2 | PD high-Vth 0530 1061 10p0
d to the results at@8. This could be a serious | e PD sleepy stack 0519  1i51 193l
compared to : . Casel0f PD sleepy stack* 0.519 1.254 1.331
problem for SRAM because SRAM often resides next t0  [Cases | PU, PD stack 0.395 1341 0.893
a microprocessor whose temperature is high. Case4 | PU, PD high-Vth 0.352 1.018 1.doo
At110°C, the sleepy stack technique shows the best re- gzzzg FF’}LJJ* FF”E[’) Ss'feiﬁissiicckk %-%‘:‘L 11~‘371(; 11761837
sultin bot_h 1.5%;;, and 24/, even compared to the h_lgh- Case7 | PD. WL stack 0245 Toh2 Tis0
Vin technique. The leakage performance degradation un- [Case3 | PD, WL high-Vth 0.186 1.262 1.0b0
der high temperature is very noticeable with the high- Casellf PD, WL sleepy stack* 0.183 1.239 1.876
technique and the forced stack technique. For example, gaseél gB’ r’DL fN'eLePi/ Stk“k 536133832 11-6’ 7486 1175395

. . . ase! , , stacl . . .

at 28 C the highV;, tephmque with 1.5¥;, (Caseb) and Cases | PU. PD. WL high-Vih ol A Tdoo
the forced stack technique (Case9) show around 96% leak- [case1af PU, PD, WL sleepy stadk* 0.003 1465 2bs53
age reduction. However, at 110 the same techniques Casel3| PU, PD, WL sleepy stagk 0.902 1.p04 2|127

show around 91% of leakage power reduction compared
to Casel. Only the sleepy stack technique achieves su- In Table 5, we observe six Pareto points, respectively,
perior leakage power reduction; after increasing temper-which are in shaded rows, considering three variables of
ature, the sleepy stack SRAM shows 5.1X and 4.8X re- leakage, delay, and area. Case13 shows the lowest possi-
ductions compared to Case5 and Case9, respectively, withble leakage, 2.7X smaller than the leakage of any of the
1.5%V;p. prior approaches considered; however, there is a corre-
When the low-leakage technigques are applied only sponding delay and area penalty. Alternatively, Casel3*
to the pull-up and pull-down transistors, leakage power shows the same delay (within 0.2%) as Case5 and 2.26X
reduction is at most 65% (2%,, 110°C) because leakage reduction over Case5; however, Casel3* uses
bi t1i ne leakage cannot be suppressed. The remaining125% more area than Case5. In short, this paper presents
35% of leakage power can be suppressed by applying low-new, previously unknown Pareto points at the low-leakage
leakage techniques teor dl i ne transistors. This im-  end of the spectrum (for a definition of a “Pareto point,”
plies thati t | i ne leakage power addresses around 35% please see [16]).
of SRAM cell leakage power consumption. This trend is
observed for all three technniques considered, i.e., high-
Vin, forced stack and sleepy stack. Table 6 shows power consumption during read opera-
54 Tradeoffsin low-leakage techniques tions. The active power consgmption includes dynamic
power used to charge and discharge SRAM cells plus
Although the sleepy stack technique shows superior re-leakage power consumption. At 25 leakage power is
sults in terms of leakage power, we need to explore area,ess than 20% of the active power in case of the stan-
delay and power together because the sleepy stack techdard lowd/;, SRAM cell in 0.07%: technology according

5.5 Active power



Table 6: Normalized active power

to BPTM [14]. However, leakage power increases 10X as
the temperature changes to 2@0although active power
increases 3X. At 110, leakage power is more than half
of the active power from our simulation results. There-
fore, without an effective leakage power reduction tech-
nigue, total power consumption — even in active mode —is
affected significantly.

(2]

3

5.6 Static noisemargin [4]

Changing the SRAM cell structure may change the
static noise immunity of the SRAM cell. Thus, we mea-
sure the Static Noise Margin (SNM) of the sleepy stack
SRAM cell and the conventional 6-T SRAM cell. The
SNM is defined by the size of the maximum nested square
in a butterfly plot. The SNM of the sleepy stack SRAM
cellis measured twice in active mode and sleep mode. The
SNM of the sleepy stack SRAM cell in active mode is
0.299V and almost exactly the same as the SNM of a con-
ventional SRAM cell; the SNM of a conventional SRAM
cell is 0.299V. Although we do not perform a process
variation analysis, we expect that the high SNM of the
sleepy stack SRAM cell makes the technique as immune
to process variations as a conventional SRAM cell.

6 Conclusionsand future work
. [9
In this paper we have presented and evaluated our

newly proposed “sleepy stack SRAM.” Our sleepy stack
SRAM provides the largest leakage savings among all al- [10]
ternatives considered. Specifically, compared to a stan-
dard SRAM cell — Casel — Table 4 shows that at°T10

and 2%/, Casel3 reduces leakage by 424X as compared

to Casel; unfortunately, this 424X reduction comes as a [11]
cost of a delay increase of 50.4% and an area penalty of
113%. Resizing the sleepy stack SRAM can reduce delay
significantly at a cost of less leakage savings; specifically [12]
Casel3*is an interesting Pareto point as discussed in Sec-
tion 5.4.

We believe that this paper presents an important de-
velopment because our sleepy stack SRAM seems to pro- 14]
vide, in general, the lowest leakage Pareto points of any
VLSI design style known to the authors. Given the non- |1
trivial area penalty (e.g., up to 125% for Casel3* in Ta-
ble 5), perhaps sleepy stack SRAM would be most ap-
propriate for a small SRAM intended to store minimal
standby data for an embedded system spending signifi-

(23]

[16]

cant time in standby mode; for such a small SRAM (e.g.,

Technique = 1.255;\(/:th| T 1122\/01 o 16KB), the area penalty may be acceptable given.system—
Caseil Towvin s 100 NA Todo NA level standby power requirements. If absolute minimum
Case2| PD high-Vth 0.93 043 o7p4 0691 |eakage power is extremely critical, then perhaps specific
e na 0850 0889\, L 9S8 O target embedded systems could use sleepy stack SRAM
ase4| PU, PD high-Vth 0.928 0.893 0.572 0.582
Case5| PU, PD, WL high-Vth 0.838  0.842 0432 0368 more Widely.
Case6| PD stack 0.926 0.669 . .
Case?| PD, WL stack X S 035\ ~ For future work, we will explorg how process varia-
Case8| PU, PD stack 0.995 0.5p6 tions affect leakage power reduction using sleepy stack
Case9| PU, PD, WL stack 0.637 0.2p3 SRAM
Casel( PD sleepy stack 0.981 0.981 0.807 0811 .
Casell PD, WL sleepy stack 0.7/3  0.117 0.586  0|600
Casel? PU, PD sleepy stack NIA oder  1podVA ofzse  dror [ References
Casel3 PU, PD, WL sleepy stack 0.719  0.yo08 0/588 0546 . . .
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