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Reading Assignment

• Please read Chapter 3 of the course textbook by Katz and Lindell
• Please read Chapter 2 of the course textbook by Menezes, Oorschot

and Vanstone, i.e., the Handbook of Applied Cryptography
• Note: this book will be referred to later in these notes as “HAC”
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Additional Notation (from Prof. Mooney)
• is the set of natural numbers, i.e., = {1,2,3,…}

Notation from HAC (page 49)
• is the set of real numbers

• e.g., 
• is not a real number but is imaginary, i.e., 

• is the set of integers, i.e., = {…,-3,-2,-1,0,1,2,3,…}
• is a function that maps each to precisely one .  

Given that , then is called the image of , and is called 
the preimage of .
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Notation from Katz and Lindell
• {X} is a set of elements of type X
• m is a message in plaintext

• m is composed of smaller blocks mi suitable for individual encryption steps
• m = {mi}

• ci is ciphertext corresponding to message block mi

• c is ciphertext corresponding to message m
• Enck is encryption with key k

• c  Enck(m)

• Deck is decryption with key k
• m  Deck(c)

• <a,b> is a concatenation of a followed by b
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Notation

• is an experiment involving a private key
• is an adversary
• refers to eavesdropping and obtaining ciphertext only
•  = (Gen, Enc, Dec) is an encryption scheme
• , is an experiment involving a private key encryption 

scheme  with an adversary only with access to ciphertext
• does not have access to additional information, e.g., does not 

have valid plaintext-ciphertext pairs obtained through other means



©Georgia Institute of Technology, 2018-2024 9



©Georgia Institute of Technology, 2018-2024 10

Notation

• denotes repeated n times, e.g., for n = 5 then we have that 

• Note that in Professor Mooney’s opinion sometimes Katz and Lindell use 
when n would have been just as clear (or even more clear!) 

• is a bit, i.e., it is possible that or 
• is a bit, i.e., it is possible that or 

• Note that in Katz and Lindell the apostrophe does not signify 
complementation!

• In other words, is just another variable such as 
• As a result, it is possible to have both and 
• It is also possible to have both and 
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Notation

• refers to secure against ciphertext only attacks
• Ciphertext only attacks are generally considered the lowest level of attack

• More sophisticated attacks involve some amount of plaintext-ciphertext pairs

• or refers to algorithms which take at 
most polynomial time while having free use of a true random number 
generator

• We will not cover the details in this course, but in general algorithms which have 
the capability of periodically making truly random choices are more powerful than 
algorithms which do not

• For an example of polynomial time, consider a key of size n = 56 bits: an algorithm 
might take n2 seconds to compute which is 562 s = 3,136 s = 52.3 minutes

• On the other hand, 256 s = 824 billion years
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Notation in Theorem 3.10

• The plaintext message m has length l
• m is a message in plaintext

• m is composed of l individual bits mi , l
• note that elsewhere in the Katz and Lindell textbook mi is a message block 

(i.e., multiple bits in a block)!
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Notation and Example for Defn. 3.14

• D is a distinguisher which tests for randomness
• G is a candidate pseudorandom number generator which takes as 

input an n-bit seed s and outputs l(n) random bits where l(n) > n
• Example where D can distinguish G from a truly random bit sequence 

• G(s) outputs seed s followed by the exclusive-or over all the seed bits, 
• clearly l(n) = n + 1 
• Algorithm for D: given a “pseudorandom” sequence w from G, output a 1 iff

the last bit of w equals the exclusive-or of all of the preceding bits of w
• clearly D runs in polynomial time or less
• Pr[D(G(s)) = 1] = 1 
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Notation in Theorem 3.10

• A stream cipher is traditionally defined as a variant of a pseudorandom 
number generator which generates random bits on demand

• Stream cipher Gl maps an input of length n to an output of length l(n) > n
• Gl uses which takes input sti and outputs yi+1

• State information sti is initially given value st0 by which takes as input 
a seed s and an optional initialization vector IV
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Proof by Reduction: Application to Crypto
• adversary attacks encryption scheme  = (Gen, Enc, Dec)

• has non-negligible probability ε(n) of succeeding in breaking 

• Assume problem cannot be solved by any adversary
• E.g., problem could involve finding large prime factors of large numbers, or 

distinguishing a particular form of pseudorandom number generator from a true

• Construct ’ which is called the reduction; ’ uses to attack 
• ’ ’

• adversary can successfully attack encryption 
scheme  with a non-negligible probability of success
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Comments

• Please note that we are still exclusively considering ciphertext-only 
attacks!

• In what follows we will consider a pseudorandom number generator 
G with an expansion factor l(n) where l(n) > n
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Proof Sketch
• Suppose G were to be replaced with a one-time pad: then no adversary 

would be able to solve Construction 3.17 with non-negligible probability
• Thus, an adversary can overcome Eqn. (3.2) iff can distinguish a 

pseudorandom number generator from a true random number 
generator in polynomial time or less

• Reduction ’ is constructed to distinguish a pseudorandom number generator 
from a true random number generator

• However, we assume that we have chosen a pseudorandom number 
generator that cannot be distinguished from a true random number 
generator in polynomial time

• Therefore, no efficient adversary can solve Construction 3.17
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Notation for Concrete Security

• Assume n fixed, e.g., n = 128
• Let G run in time at most t

• e.g., consider t = 280 nanoseconds = 13 trillion years

• Say that any distinguisher D should have a fixed probability of less 
than ε of succeeding

• e.g., consider ε = 2-60
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Chosen Plaintext Attacks

• In the real world, an adversary may be able to obtain ciphertext 
corresponding to some chosen plaintexts, e.g., via a low level insider 
organizing initialization sequences each day

• CPA models can be analyzed using an encryption oracle which can 
encrypt plaintexts other than the ones under attack
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